Comparison of different optimal control formulations for generating dynamically consistent crutch walking simulations using a torque-driven model
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A B S T R A C T
Walking impairment due to spinal cord injury can be improved using active orthoses, together with some type of external support such as crutches for balance. This study explores how optimal control problem formulation affects the ability to generate dynamically consistent crutch walking simulations with active orthosis assistance that closely reproduce experimental data. The investigation compares eight optimal tracking problem formulations using a torque-driven full-body skeletal model of a healthy subject walking with active knee-ankle-foot orthoses and forearm crutches. We have found that small adjustments to ground reactions are required to achieve convergence, tracking of joint instead of marker coordinates significantly improves convergence, and minimising joint jerks instead of joint accelerations has only a minor effect on the problem convergence. These results provide guidance for future work that seeks to develop predictive optimal control simulations that can identify orthosis control parameters that maximise improvement in walking function on an individual patient basis.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction
Each year, between 250,000 and 500,000 people worldwide suffer a spinal cord injury (SCI) [1]. Walking impairment after SCI leads to a decreased quality of life, other serious health conditions (e.g., heart disease, high blood pressure), and substantial health care costs. Consequently, gait restoration is a high priority among people with SCI [2]. Restoration can be partially achieved using active orthoses or exoskeletons, together with some type of external support for balance (e.g., crutches or a walker) [3]. Because patients with SCI having the same clinical classification can exhibit high variability in their walking impairments, the control algorithms used in active orthoses need to be customised to maximise the walking ability of each patient. Such customisation is currently done through trial-and-error methods, making it difficult if not impossible to identify the best active control parameters for any particular patient.
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Computational modelling provides a promising option for improving the customisation of assistive device controllers through movement simulation [4–7]. However, to date, few studies have used these methods to aid in the design of real wearable systems [8]. To this end, some challenges remain to be solved, such as finding the correct optimal control problem formulation for the generation of new assisted walking motions, or incorporating realistic models of technical assistive devices into a full-body musculoskeletal walking model [5]. Several studies exist that use optimal control methods to predict swing-through crutch gait using simple 2D human-crutch models [9,10], or four-point crutch gait using 3D human models without explicit modelling of arms and crutches [11]. Furthermore, recent studies have also used optimal control methods and simple 2D models to predict subject-exoskeleton combined motion when lifting a box using a lower back exoskeleton [8], or when performing a sit-to-stand transition using a lower limb exoskeleton [12].

In addition, at least two studies have simulated experimentally measured assisted walking motions using complex 3D full-body models, which integrate exoskeletons or orthoses and explicit models of arms and crutches [13,14]. In [13] the gait of five patients with SCI wearing an exoskeleton and using crutches was simulated using an inverse dynamics-based approach that used experimentally measured crank-ground reaction forces and predicted foot-ground reaction forces. In [14] the gait of a subject with SCI wearing passive knee-ankle-foot orthoses (KAFOs) -with locked knee- and using crutches was simulated using a forward dynamics approach with joint controllers that tracked experimental trajectories. In this case, both crank-ground and foot-ground reaction forces were predicted using compliant contact models. To the best of the authors’ knowledge, no study in the literature has addressed how to formulate optimal control problems to generate crank-assisted walking simulations using 3D full-body models including assistive lower limb devices and crutches.

Beyond assisted walking, predictive simulations of normal waking have been performed by solving optimal control problems (OCPs) using direct collocation [4,15–17] or direct multiple shooting [8,18–20]. Compared to shooting methods, direct collocation methods have the advantage of avoiding time-marching numerical integration of the equations of motion, eliminating the need to add stabilizing controllers when predicting walking motions. At the same time, these methods have the challenge of being sensitive to how the optimal control problem is formulated [21]. For human motion prediction, direct collocation problems have worked best when model dynamics is formulated implicitly rather than explicitly [17,22]. Moreover, as suggested by two studies [4,17], direct collocation optimal control could also provide a valuable approach for customising the active control of lower extremity orthoses or exoskeletons to the needs of individual patients with neurological impairments. When these predictions are made using 3D complex models, a common approach is to solve an optimal tracking problem first that finds a dynamically consistent walking motion (i.e., with all residual loads acting on the pelvis being below a small tolerance) that is as consistent as possible with all available experimental data, and then to use the tracking results as the initial guess for predicting a novel walking motion [11,17]. However, lately some authors have succeeded to perform predictive gait simulations using non data-driven initial guesses [23,24].

This study explores how direct collocation optimal control problem formulation affects convergence of optimal tracking problems for crank-assisted walking of a subject wearing active KAFOs. Identifying the most efficient and robust optimal tracking problem formulation for crank-orthosis-assisted walking is a logical first step toward solving optimal control problems that generate new crank-orthosis-assisted walking motions, since their mathematical formulation will have a very similar structure. The study builds on recent work aimed at the development of an innovative, affordable, lightweight, and customised active KAFO [25] to assist over-ground walking of patients with SCI. Specifically, target patients retain some hip muscle function, so that they can initiate swing using these muscles, but lack control of knee and ankle muscles. A systematic review of active KAFOs for gait rehabilitation can be found in [26]. To identify the most efficient and robust optimal tracking problem formulation, we investigated eight options involving different methods for achieving dynamic consistency and reproducing experimentally measured motion data. All eight optimal tracking problems were solved using GPOPS-II direct collocation optimal control software applied to a torque-driven full-body skeletal model with forearm crutches implemented in OpenSim musculoskeletal modelling software [27,28]. To provide experimental walking data for performing the investigation, we collected marker motion and ground reaction data from a single healthy subject who wore bilateral active KAFOs while walking with forearm crutches. The results provide insight into which aspects of the optimal tracking problem formulation affect achievement of convergence and which aspects affect speed of convergence.

2. Materials and methods

2.1. Experimental data collection

To provide an initial dataset for identification of the best optimal control problem formulation, we collected experimental orthosis-assisted crutch walking data from a healthy female subject (age 27 yrs., mass 52 kg, height 1.62 m) at the UPC Motion Analysis Laboratory in the Department of Mechanical Engineering of the Barcelona School of Industrial Engineering (ETSEIB). The study was approved by the Research Committee of UPC, which handles ethical issues involved in research projects, and the subject gave written informed consent for experimental data collection and subsequent data use for modelling purposes. The subject wore a pair of identical active KAFOs and used forearm crutches (Fig. 1, centre). The followed crank walking pattern was a four-point pattern, being the swing phases sequence within the walking cycle: left leg, left crank, right leg, right crank. The powered KAFO used in our study (Fig. 1, left) has an actuation system (electrical motor plus Harmonic Drive gearbox) that locks the knee joint during stance phase, and flexes and extends the knee joint during swing phase by following a predefined knee angle trajectory. The ankle is passively actuated by a compliant joint that
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Fig. 1. The active KAFO (left), the healthy subject during the experimental data collection (centre), and the computational multibody model developed in OpenSim (right).

avoids drop-foot gait. The stance-to-swing transition event is automatically identified by means of two inertial measurement units (IMUs) attached to the shank supports of both orthoses. Moreover, the user wears a backpack that contains an embedded computer board, the motor drivers, and the power supply unit. The reader is referred to [25] for more detailed information about this device. For active orthosis assistance, the motor control system limited maximum knee flexion during swing phase to 40°. Data were collected from a healthy subject, instead of a patient with SCI, since data collection with a healthy subject is less complicated (e.g., it is easier for a healthy subject to step on each force plate with one foot and no crutch contact) and the computational issues being explored in this study can be explored equally well regardless of the status of the subject. Although hip and ankle joints were actuated by the healthy subject’s muscles; the orthosis is intended for SCI patients who preserve some motor function at the hip, but cannot control ankle muscles. Moreover, the orthosis kinematic performance is the same for a healthy subject or a patient with SCI, as the knee controller follows a predefined flexion-extension angle and the IMUs detect the stance-to-swing event the same way in both cases.

Experimental walking data consisted of marker trajectories, foot-ground reaction forces and moments, and crutch-ground reaction forces. Surface marker motion was recorded at 100 Hz by tracking 43 passive reflective markers using 16 optical infrared cameras (OptiTrack V100:R2, NaturalPoint Inc., Corvallis, OR, USA). Ground reaction forces and moments were measured at the same sampling frequency by two force plates (AccuGait, AMTI, Watertown, MA, USA) located in the floor at the centre of the capture workspace. A pair of crutches were instrumented with tri-axial load cells at the tips to measure crutch-ground contact force components at 10 Hz following the approach used in [29]. Kinematic, force plate, and crutch load cell data were synchronized. Data were exported to MATLAB, where filtering was performed. Foot-ground reaction force and moment components were filtered using a 3rd-order zero phase lag Butterworth filter with cut-off frequency of 6 Hz. Crutch-ground reaction force components were resampled to 100 Hz, filtered using the same filter, and transformed to the global reference frame.

2.2. Torque-driven walking model

A three-dimensional torque-driven full-body walking model of the healthy subject using the active orthoses and crutches was created starting from a published full-body OpenSim model [30]. The model was composed of 12 segments: pelvis, torso (including head), two upper arms, two forearms (including hands), two thighs, two shanks and two feet. Two model degrees of freedom (DOF) were modified to adapt the previous OpenSim model to this study, i.e., the right and left forearm pronation/supination angles were locked at 90°. Therefore, the modified multibody model possessed 27 DOFs: 6 DOFs between the ground and pelvis, 3 for the lumbo-sacral joint, 3 for each shoulder, 1 for each elbow, 3 for each hip, 1 for each knee, and 1 for each ankle (Fig. 1, right). The associated 27 model or joint coordinates \( \mathbf{q} \) were: 3 pelvis translations...
Table 1
Top of the table: Initial residual values, obtained from ID using experimental data: maximum, minimum and RMS of each force and moment (AP: anterior-posterior, V: vertical, ML: mediolateral). Bottom of the table: tolerances for half and full residual reduction (upper and lower bounds, corresponding to the positive and negative values for each tolerance). Half of RMS value for each residual force and moment corresponds to the half reduction tolerance values.

<table>
<thead>
<tr>
<th></th>
<th>FAP (N)</th>
<th>FM (N)</th>
<th>FM (N)</th>
<th>MPM (Nm)</th>
<th>MVM (Nm)</th>
<th>MVM (Nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial values</strong></td>
<td>MAX</td>
<td>MIN</td>
<td>RMS</td>
<td>MAX</td>
<td>MIN</td>
<td>RMS</td>
</tr>
<tr>
<td></td>
<td>22.99</td>
<td>38.77</td>
<td>22.65</td>
<td>10.80</td>
<td>7.49</td>
<td>22.59</td>
</tr>
<tr>
<td></td>
<td>-11.04</td>
<td>-63.70</td>
<td>-26.31</td>
<td>-17.84</td>
<td>-5.56</td>
<td>-21.72</td>
</tr>
<tr>
<td><strong>Half reduction tolerances</strong></td>
<td>4.64</td>
<td>11.40</td>
<td>4.90</td>
<td>3.28</td>
<td>1.28</td>
<td>4.86</td>
</tr>
<tr>
<td><strong>Full reduction tolerances</strong></td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

(anterior-posterior, vertical, mediolateral), 3 pelvis rotations (tilt, list, rotation), 3 lumbar rotations (extension, bending, rotation), 3 shoulder rotations (flexion, adduction, rotation) for left and right sides, 1 elbow rotation (flexion) for left and right sides, 3 hip rotations (flexion, adduction, rotation) for left and right sides, 1 knee rotation (flexion) for left and right sides, and 1 ankle rotation (flexion) for left and right sides. Finally, the model was scaled to the subject using marker data from a static trial and the OpenSim Scale Model Tool. In this step, we considered the backpack mass as attached to the torso segment.

The orthoses were modelled as independent bodies consisting of three segments (corresponding to thigh, shank and foot) with dimensions and inertial properties taken from CAD models of the prototype. Each orthosis segment was attached to the corresponding lower limb segment using a weld joint (i.e., no relative motion was permitted between bodies). No joints were defined between the orthosis segments, i.e., knee and ankle orthosis joints were considered perfectly aligned to the subject’s joints. The two crutches were added to the model initially with 6 DOF relative motion with respect to each corresponding forearm. To determine constant values for these generalized coordinates, we performed an OpenSim Inverse Kinematics (IK) analysis [27], calculated the mean value for each translational and rotational coordinate, and finally added a weld joint consistent with these mean values to replace each 6 DOF joint.

The OpenSim IK and Inverse Dynamics (ID) Tools were used to calculate joint motions for the full-body model and the initial residual forces and moments applied to the pelvis segment [27,30]. In the IK problem, all weights for tracking marker coordinates were set to 1. Since only two force plates were available in the lab, we did not have foot-ground reactions (forces and moments) for a complete gait cycle. Therefore, we simulated a partial gait cycle that began at left toe off, which occurred at 18% of the subject’s full gait cycle, and finished with right crutch strike, which corresponds to the 100% of the gait cycle. We translated the foot-ground reactions from the centre of the force plates to the origin of each calcaneus to facilitate performing ID with the OpenSim C++ Application Programming Interface (API). Using the joint motions found from IK, we performed ID to determine the initial residual loads (i.e., forces and moments) relative to the pelvis origin (Table 1).

2.3. Optimal control problem formulations

To obtain dynamically consistent walking motions with our OpenSim model, we used direct collocation optimal control to formulate optimal tracking problems that constrained the residual forces and moments acting on the pelvis below a small tolerance [17,31]. An optimal control problem can be stated in the following general form: Determine the state and control that minimise a cost functional subject to specified constraints [32]. In human motion prediction, design variables of an optimal control problem can be related to motion (e.g., generalised coordinates, velocities, accelerations), forces (e.g., joint torques, muscle activations), or parameters of the predicted motion (e.g., mean speed, duration of each phase, step length). Control variables do not need to be physical controls and are usually time varying quantities whose derivatives are not needed in the problem solution process.

As mentioned in [22], implicit skeletal dynamics (e.g., F=m-a = 0) works better than explicit skeletal dynamics (e.g., a = F/m) when solving direct collocation optimal control problems involving human movement. The OCP solver used in this work, GPOPS-II [33], does not handle implicit dynamics and requires the use of explicit dynamics for dynamic constraints. We addressed this limitation by putting an implicit form of skeletal dynamics in the path constraints, making joint acceleration or jerk additional controls, and using kinematic derivative relationships (e.g., joint jerk equals the first time derivative of joint acceleration, joint acceleration equals the first time derivative of joint velocity, etc.) for the required explicit dynamics. To make the controls unique, we added a joint acceleration or jerk regularisation term to the cost function. Although this term is not related to any physiological criterion, it has been employed in previous studies to improve convergence by making the solution unique [17,34,35]. However, it is still unknown if one type of control (joint acceleration or joint jerk) is advantageous over the other.

To identify the most efficient and robust approach for generating dynamically consistent orthosis-assisted crutch walking simulations, we explored eight different optimal control problem formulations (Table 2). All problems involved combinations of tracking marker coordinates versus tracking joint coordinates, tracking ground reactions (foot-ground reaction forces and moments and crutch-ground reaction forces) versus not imposing them, and minimising joint acceleration versus joint jerk. Optimal control problem formulations were labelled, A, B, C, and D, with two cases being explored for each formulation.
Formulations A tracked marker coordinates, formulations B tracked joint coordinates, formulations C tracked marker coordinates and ground reactions, and formulations D tracked joint coordinates and ground reactions. In all formulations, joint coordinates and velocities were problem states. In formulations A and B, the experimentally measured ground reactions were applied directly to the model. In formulations C and D, additional controls representing the ground reactions were added to the design variables. These controls tracked the experimental ground reactions and were applied to the model in place of those experimental values. Though this approach created a more complicated optimal control problem, it allowed for slight adjustments in the ground reactions to account for both measurement and modelling errors if needed. For each of these four problem formulations, we studied two cases: one case used joint accelerations as controls and minimised them in the cost function (case 1), while the other case used joint jerks as controls, minimised them in the cost function, and added joint accelerations as an additional state (case 2). As an example, the cost functional corresponding to formulation A1 is:

$$J = \int_{t_0}^{t_f} (m - m_{exp})^T (m - m_{exp}) + \dot{q}^T \ddot{q} \, dt$$

where $m$ stands for the vector of marker coordinates, $m_{exp}$ the vector of experimental marker coordinates, and $\dot{q}$ the vector of joint accelerations (second time derivative of $q$).

In all eight formulations, dynamic constraints were simple relations among design variables, since some kinematic variables were the derivatives of the others (e.g., the first time derivative of joint velocity is joint acceleration). For instance, for formulation A1:

$$\begin{bmatrix} \frac{dq}{dt} \\
\frac{d\dot{q}}{dt} \end{bmatrix}^T = \begin{bmatrix} \dot{q} \\
\ddot{q} \end{bmatrix}^T$$

An ID Analysis was performed at each iteration using the OpenSim C++ API (version 3.3) (Fig. 2). The system kinematic state was used to calculate the net forces and torques applied to each DOF. Path constraints limited the residual loads acting on the pelvis $R_{pelvis}$ to be within a specific tolerance $\epsilon$ [17,31]:

$$-\epsilon \leq R_{pelvis} (q, \dot{q}, \ddot{q}) \leq \epsilon$$

Two different sets of tolerances were considered: half residual reduction and full residual reduction (Table 1). The first one was defined as achieving half of the root mean square (RMS) of the initial residual loads, which resulted in tolerances less than 5 N or 5 Nm, with the exception of the normal force that was 11.40 N. The second set of tolerances were 0.1 N for forces and 0.01 Nm for moments. Although a solution with residuals reduced to the first set of tolerances could be considered good enough [36], we wanted to investigate the convergence and solution achieved when residuals were reduced to the second set of tolerances. The solutions were obtained independently for both sets of tolerances. Five different initial guesses were used, two based on the experimental data, one using constant values [21], and two non data-driven (random or quasi-random) [23,24]: (1) Experimental data (239 points), (2) Experimental data taking every 10th point (24 points), (3) Experimental mean values (10 points), (4) Sinusoidal signals of random amplitude and random phase (10 points), (5) Sinusoidal signals of random amplitude and random phase (100 points). A maximum value for amplitude was given to the random signals based on the maximum values of the experimental data (e.g., 20° for all joint angles, 5 rad/s for angular velocities, 500 N for normal forces). For each variable, a different signal was computed for cases (4) and (5). The same initial guesses (4) and (5) were used for all different formulations.

All optimal control problems were solved using the software GPOPS-II [33], which utilises a direct collocation method. GPOPS-II transcribes optimal control problems into corresponding non-linear programming problems. Our solution process used the built-in interior point optimisation algorithm (IPOPT) [37], employing the linear solver 'mumps' with a maximum
of 10,000 iterations on an initial grid of 10 mesh intervals and 4 collocation points per interval. The IPOPT convergence tolerance was set to $10^{-4}$, and the solution mesh tolerance was set to $10^{-3}$. Design variables and experimental quantities were scaled such that their maximum initial values were around one. The scaling factors were applied to basic magnitudes: mass (0.25), length (2), angle (1), and time (10). And from them, all the other magnitudes were scaled consistently (e.g., linear velocity scaling factor = length scaling factor / time scaling factor). In this way, errors in the cost function were comparable, and all terms in the cost function where equally weighted as shown in Eq. (1). All optimisations were performed using a Dell Precision Tower 5810 (Intel(R) Xeon(R) CPU E5-1620 v3 @ 3.50GHz, 16.00 GB RAM).

To compare the different optimal control formulations, we calculated several metrics for each level of pelvis residual reduction (half and full). These metrics included the number of iterations and computation time needed to reach each optimal solution and the RMS error (RMSE) between predicted values (marker coordinates, joint coordinates, joint torques and ground reaction forces and moments) and corresponding experimental values. Experimental marker coordinates and ground reactions were measured directly, while experimental joint coordinates and experimental joint torques were obtained from OpenSim IK and ID analyses performed using the experimental marker coordinates and ground reactions.

3. Results

Convergence was better overall for half residual reduction, and full residual reduction converged only when both motion and ground reactions were adjusted (Table 3). Thus, ground reaction adjustments were required if a dynamically consistent motion with residual values close to zero was to be found. For the optimisations that converged, there was no remarkable difference in the reduction of residuals among formulations, as they were reduced to the imposed tolerance in all cases. The number of iterations and computation time varied for each different initial guess, but the obtained solution for each guess was the same for each formulation. For formulations that tracked marker coordinates, the number of iterations (and consequently, computation time) was higher for full residual reduction compared to half residual reduction; whereas for formulations that tracked joint coordinates, the number of iterations and computation time were higher for half residual reduction compared to full residual reduction (Table 3, right columns). There was practically no difference in terms of mean RMSE for marker coordinates and angular joint coordinates for half residual reduction compared to full residual reduction.
Table 3
Mean and standard deviation of number of iterations and computation time, mean and standard deviation of RMSE of marker and joint coordinates, joint torques, GRFs (foot- and crutch-ground) and GRMs (foot-ground) for each formulation and residual reduction tolerance. Mean and standard deviation of number of iterations and computation time have been computed for all five results (one per each initial guess) for each formulation. Mean and standard deviation of RMSEs have been computed for results using the initial guess based on experimental data with all points (first initial guess). Results are shown per two different tolerances of residual reduction: half and full. Mean and standard deviation of RMSE of each magnitude are shown in black when they are tracked in the formulation, and in grey when they are not. With ‘-' , we indicate that those variables are not included in the formulation, and with 'x', that the problem has not converged. “Conv.” stands for convergence, “Marker” and “Joint” stand for marker and joint coordinates, respectively.

<table>
<thead>
<tr>
<th>RMSE</th>
<th>Without ground-reaction adjustment</th>
<th>With ground-reaction adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Track marker coordinates</td>
<td>Track joint coordinates</td>
</tr>
<tr>
<td></td>
<td>Min acc. A1</td>
<td>Min jerk B1</td>
</tr>
<tr>
<td></td>
<td>Min acc. A2</td>
<td>Min jerk B2</td>
</tr>
<tr>
<td>Conv.</td>
<td>Iterations</td>
<td>Time [min]</td>
</tr>
<tr>
<td>Half residual reduction</td>
<td>296.80 ± 79.90</td>
<td>53.42 ± 20.90</td>
</tr>
<tr>
<td>RMSE</td>
<td>25.80 ± 4.60</td>
<td>1.24 ± 0.16</td>
</tr>
<tr>
<td></td>
<td>260.20 ± 49.18</td>
<td>59.47 ± 9.54</td>
</tr>
<tr>
<td>Full residual reduction</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>RMSE</td>
<td>Iterations</td>
<td>Time [min]</td>
</tr>
<tr>
<td></td>
<td>531.20 ± 388.24</td>
<td>101.61 ± 99.83</td>
</tr>
<tr>
<td></td>
<td>531.20 ± 388.24</td>
<td>101.61 ± 99.83</td>
</tr>
<tr>
<td></td>
<td>63.40 ± 12.46</td>
<td>3.49 ± 0.69</td>
</tr>
<tr>
<td></td>
<td>531.20 ± 388.24</td>
<td>101.61 ± 99.83</td>
</tr>
<tr>
<td></td>
<td>63.40 ± 12.46</td>
<td>3.49 ± 0.69</td>
</tr>
</tbody>
</table>
The mean RMSE of linear joint coordinates was larger in the case of full residual reduction (0.54 cm, 0.54 cm) compared to half residual reduction (0.36 cm, 0.34 cm) for formulations D. The mean RMSE for ground reaction forces (GRFs) and ground reaction moments (GRMs) for half residual reduction were between 6.65 and 7.13 N and between 0.06 and 0.19 Nm, respectively. For full residual reduction, these values were up to 1.01 N and 0.29 Nm higher than those obtained for half residual reduction using the same formulation. Regarding joint torques, mean RMSEs were lower when ground reactions were adjusted (around 83 Nm for formulations A and B, and less than 2 Nm for formulations C and D, for the case of half residual reduction), and results were similar when marker or joint coordinates were tracked (Fig. 5).

More iterations and computation time were needed when tracking marker coordinates rather than joint coordinates. For full residual reduction, tracking marker coordinates required 531 and 1400 iterations, resulting in 102 min (1 h 42 min) and 326 min (5 h 26 min), whereas tracking joint coordinates required 63 and 68 iterations, resulting in 3.49 min and 4.73 min (Table 3, right bottom). Mean RMSEs for marker and joint coordinates were in general lower when they were tracked compared to when they were not tracked. Mean RMSEs for marker coordinates were 1.17 cm and 1.12 cm when they were tracked (formulations C), and 1.33 cm and 1.31 cm when they were not (formulations D). Mean RMSEs for angular joint coordinates were 0.85° and 0.77° when they were tracked (formulations D), and 3.04° and 2.31° when they were not (formulations C) (Fig. 3). Ground reaction force and moment errors were slightly larger when tracking marker coordinates (up to 8.06 N and 0.46 Nm) compared to tracking joint coordinates (up to 7.67 N and 0.20 Nm) (Fig. 4).

There were practically no differences in motion and forces between minimising joint acceleration or joint jerk for full residual reduction (Figs. 3 and 4). In terms of number of iterations (and consequently, computation time), for formulations C, fewer iterations (around 2.6x less) were needed when minimising joint acceleration rather than joint jerk. In contrast, for formulations D, a similar number of iterations (63 and 68) were needed when minimising joint acceleration or joint jerk, respectively. When comparing tracking errors, differences between mean RMSE within each formulation (C and D) for minimising joint acceleration or joint jerk were less than 0.05 cm for marker coordinates, 0.07 cm for linear joint coordinates, 0.73° for angular joint coordinates, 0.19 Nm for joint torques, 0.03 N for ground reaction forces, and 0.02 Nm for ground reaction moments.

Fig. 3. Coordinates obtained in formulations C and D for the full residual reduction compared to experimental values. Results for each one of the five initial guesses are plotted for each formulation. Note that all five initial guesses converge to the same solution, as no difference is appreciated between curves from the same formulation. Results are shown for pelvis, torso, right leg and right arm. Symmetry is not imposed, but results for left and right side are similar. In the figure AP, V and ML stand for anterior-posterior, vertical and mediolateral, respectively.
4. Discussion

This study compared eight optimal control problem formulations that tracked experimental walking data from a healthy subject using crutches and active orthoses. The goal was to identify the best optimal control problem formulation that generated a dynamically consistent assisted-walking motion as a first step toward using predictive optimal control for virtually testing different active knee control strategies. Optimal control was used to track an experimental orthosis-assisted crutch walking motion to obtain a dynamically consistent movement. For the present study, the controller used by the active orthosis was predefined in the experimental device. Five different initial guesses were used to test the robustness of the formulation, and all them converged to the same solution. We found that optimal control problems converged more rapidly when tracking joint coordinates rather than marker coordinates. We also found that convergence was improved when ground reactions were included as additional controls that tracked experimental measurements. Finally, we found that minimisation of joint jerk generally resulted in slightly better tracking of marker coordinates, joint coordinates, joint torques and ground reactions than did minimisation of joint acceleration and with comparable computation time. Overall, the formulations that converged with lowest mean RMSE, for both half and full residual reduction, were the ones that tracked joint coordinates and ground reactions, both minimising joint acceleration and jerk (formulations D1 and D2, respectively). These findings indicate that it is possible to create dynamically consistent full-body simulations of orthosis-assisted walking using forearm crutches if the optimal control problem is formulated appropriately.

Convergence was always better when joint rather than marker coordinates were tracked. It is not surprising that tracking markers is more difficult in terms of convergence [31]. In both cases (tracking marker coordinates and tracking joint coordinates), the optimal control solver treats joint angles as design variables. During the optimisation solution process, the optimiser adjusts the joint angle design variables so as to minimise the cost function and fulfil the constraints. When a joint angle design variable is adjusted to perform gradient calculations, it affects only that one joint angle, whereas it affects all marker positions. Furthermore, the marker positions most affected are the ones farthest from the adjusted joint angle in the same kinematic chain, creating an unequal effect on different marker positions. Thus, adjusting joint angles to minimise errors in joint angle trajectories is a straightforward uncoupled linear solution process, while adjusting joint angles to minimise errors in marker position trajectories is a more complicated coupled nonlinear solution process.

While it is true that tracking joint coordinates is easier, we also wanted to check whether accurate tracking of joint coordinates would result in accurate tracking of marker coordinates. If not, then we could consider tracking marker coordinates
despite its higher computational cost. For this purpose, we computed RMSE for coordinates that were not being tracked for each formulation (Table 3). In formulations with ground reaction adjustments, mean RMSEs for marker coordinates were similar when tracking marker coordinates or joint coordinates. Comparing for the same residual reduction tolerance and for the same case (1 or 2), the largest error between marker coordinate mean RMSE when tracking marker coordinates and joint coordinates was 0.19 cm. In contrast, mean RMSE for angular joint coordinates was larger when tracking marker coordinates. In this case, comparing for the same residual reduction tolerance and for the same case (1 or 2), the largest error between angular joint coordinate mean RMSE when tracking marker coordinates and joint coordinates was 2.19°. These results suggest that close tracking of joint coordinates results in close tracking of marker coordinates, but not necessarily vice versa. Furthermore, since tracking joint coordinates requires fewer iterations and takes less computation time, it is preferable to track joint coordinates obtained from an IK analysis performed using experimental marker trajectories.

Our results also suggest that ground reactions should be added as controls to the optimal control problem to reduce tracking errors and minimise residuals. Marker and joint coordinate tracking are both more accurate when ground reactions are adjusted (i.e., mean RMSE is lower in formulations C and D compared to formulations A and B), and problem formulations requiring full residual reduction converge only when ground reactions are added as controls. Formulations A and B without ground reaction adjustment reached the maximum number of iterations (10,000) for the initial guess. Though those formulations were able to converge if joint coordinate bounds were increased substantially (to 3 cm and 10°), the resulting motions were visibly unrealistic (e.g., the model walked without the feet contacting the ground). This observation suggests that for full residual reduction, it is more difficult to find a solution with low joint coordinate error bounds (1 cm and 5°) when using formulations A or B. To improve performance of these formulations, one could consider using error bounds adapted to each coordinate, or calibrating lower body joint positions/orientations in the body segments to match the subject’s movement data better [38]. In contrast, if both motion and ground reactions are adjusted, then an optimal solution can be obtained within realistic coordinate error bounds. This finding suggests that including ground reactions as controls in the optimisation problem may compensate for model simplifications. In the present study, the most critical ground reactions were the crutch-ground contact forces. Since these forces were measured with respect to local crutch axes, a small error in crutch orientation could lead to large errors when transforming from the local to the global coordinate system.

Our results did not produce a clear answer to whether minimising joint accelerations or joint jerks is better. Minimisation of joint accelerations or joint jerks was needed as a regularisation term to obtain a unique solution. Based on the number of iterations, there is no clear trend between cases 1 and 2 in each formulation (Table 3). In general, minimising
accelerations (case 1) required fewer iterations and less computation time, but this difference was not significant (apart from for formulations C1 and C2 and full residual reduction). Regardless of the regularisation term used, the optimal motion and ground reactions produced by both cost functions were very similar, and there was not a clear correlation between error magnitudes and minimising joint accelerations or jerks. Marker and joint coordinate errors were lower in general when minimising joint jerk, but joint torque and ground reaction errors were lower in some formulations when minimising joint accelerations, and in others when minimising joint jerks. Therefore, we can conclude that formulations that track joint coordinates and adjust ground reactions, regardless of minimising joint accelerations or joint jerks (D1 and D2, respectively), are the ones for which the best results were obtained.

Our computation time and mean RMSE for joint coordinates are consistent with results found in the literature. Our computation time varied from about a minute to more than 5 h, and for the preferred formulations D with full residual reduction, it was less than 5 min. In Lin et al. [39], 3 to 5 h were required to track experimental data for a complete gait cycle using a 3D model with 25 DOFs and 80 muscle-tendon units (MTUs). In Meyer et al. [17], roughly 30 min were required for a torque-driven prediction using a 3D model with 37 DOFs. In Shourijeh et al. [40], 45 min were needed to obtain muscle forces tracking experimental data using a 3D model with 16 DOFs and 46 muscles. Finally, in Falisse et al. [41], about 20 min were required for tracking simulations of walking with a muscle-driven model with 29 DOFs, 92 muscles, and 12 contact spheres (6 per foot). The same model was used for predictive simulations of walking, reporting an average of 36 min of computational time [24]. These published studies included muscles in their models or predicted a new motion instead of tracking experimental data, so it is not surprising that some of them required more time than in our study. Furthermore, the obtained joint coordinate tracking results are consistent with errors reported in some of the previous studies. For formulations D with full residual reduction, the obtained mean RMSE for joint coordinates were 0.54 cm (both D1 and D2) and 0.85° (D1) and 0.77° (D2). For same errors, Lin et al. [42] reported 0.5 cm and 1.2°, while Lin et al. [39] reported 0.3 cm and 2°, which are both the same order of magnitude as the computed errors.

This study possesses several limitations related to the subject and device models and the experimental data collection. Although a real active orthosis was simulated, the model was simplified by attaching the device directly to each corresponding lower limb (modifying the mass and inertial properties of the affected segments accordingly) and assuming perfect alignment of orthosis joints and skeletal joints. We used this simplification because we were focusing on exploring optimal control problem formulation issues related to generation of dynamically consistent assisted walking motions regardless of the physical human-device interaction. Moreover, there may be errors in the orthosis mechanical properties, as the orthosis plastic parts (Fig. 1, left) were not included in the CAD model. Future work will explore modelling orthosis-body contact interactions, and will try to minimise errors in the orthosis mechanical properties through experiments. Additionally, since walking was performed with crutch assistance, a more detailed model would be recommended for the shoulder joint complex. For this situation, motion at this joint might not be well represented by a shoulder modelled as a spherical joint. During crutch walking, there is also more head motion relative to the trunk than during normal walking, so the addition of neck motion to the model could be beneficial. Finally, we did not calibrate the positions and orientations of joint axes in our skeletal model, which may have affected the accuracy of our inverse dynamics joint moments [43]. Regarding the experimental setting, the motion analysis laboratory was equipped with only two force plates, and consequently, we could not simulate a complete gait cycle. We simulated the approximately 82% of the gait cycle for which experimental data were available, instead of extrapolating the data for the other part of the cycle. In addition, for the IK analysis, we used equal weights for all markers, which may have increased the size of kinematic errors needed to achieve a dynamically consistent walking motion. Finally, not including muscle dynamics may lead to physiologically unreasonable joint torque results. Although RMSEs for formulations with ground reaction adjustments (C and D) are reasonable (around 2 Nm), we do think that adding a joint torque tracking term in the cost function may reduce those errors, and would avoid having unrealistic joint torque rates.

In conclusion, this study found that using an optimal control problem formulation that tracks joint coordinates (e.g., as obtained from an IK analysis) and experimental ground reaction forces and moments while minimising joint acceleration or joint jerk can produce efficient dynamically consistent full-body crutch walking simulations. While all formulations that converged produced dynamically consistent simulations (to the imposed level of tolerance for residual reduction), the selected exhibited the best performance overall in terms of convergence (number of iterations, computation time) and tracking errors (markers and joint coordinates, joint torques, and ground reactions). The study also contributed to identify some challenges involved in adding crutches to a walking model and applying measured crutch-ground reaction forces to the model. These findings do not depend on whether the subject is healthy or impaired, and the methodology should be equally applicable to patients with SCI (which is our long-term target). In the future, when we seek to generate novel predictive walking simulations for different active knee controller designs, we anticipate that the same approach of tracking experimental ground reactions will work well for generating an initial dynamically consistent walking motion that closely reproduces the available experimental data. Before that, we will calibrate subject-specific deformable contact models that will generate ground reaction forces and moments in predictive simulations. Therefore, a difference in the OCP formulation will be that ground reaction forces and moments currently defined as controls, which can be viewed as “ideal” contact models, will be replaced with the abovementioned compliant models. Regarding human-orthosis co-actuation strategy, in our predictive simulations we will assume that the knee active torque is fully exerted by the orthosis actuator, since the device is intended for motor complete spinal cord injured subject, i.e., with no motor function at knee muscles.
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