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Predicting Knee Replacement
Damage in a Simulator Machine
Using a Computational Model
With a Consistent Wear Factor
Wear of ultrahigh molecular weight polyethylene remains a primary factor limiting the
longevity of total knee replacements (TKRs). However, wear testing on a simulator ma-
chine is time consuming and expensive, making it impractical for iterative design pur-
poses. The objectives of this paper were first, to evaluate whether a computational model
using a wear factor consistent with the TKR material pair can predict accurate TKR
damage measured in a simulator machine, and second, to investigate how choice of
surface evolution method (fixed or variable step) and material model (linear or nonlin-
ear) affect the prediction. An iterative computational damage model was constructed for
a commercial knee implant in an AMTI simulator machine. The damage model combined
a dynamic contact model with a surface evolution model to predict how wear plus creep
progressively alter tibial insert geometry over multiple simulations. The computational
framework was validated by predicting wear in a cylinder-on-plate system for which an
analytical solution was derived. The implant damage model was evaluated for 5 million
cycles of simulated gait using damage measurements made on the same implant in an
AMTI machine. Using a pin-on-plate wear factor for the same material pair as the
implant, the model predicted tibial insert wear volume to within 2% error and damage
depths and areas to within 18% and 10% error, respectively. Choice of material model
had little influence, while inclusion of surface evolution affected damage depth and area
but not wear volume predictions. Surface evolution method was important only during the
initial cycles, where variable step was needed to capture rapid geometry changes due to
the creep. Overall, our results indicate that accurate TKR damage predictions can be
made with a computational model using a constant wear factor obtained from pin-on-
plate tests for the same material pair, and furthermore, that surface evolution method
matters only during the initial “break in” period of the simulation.
�DOI: 10.1115/1.2838030�

Keywords: dynamic contact simulation, computational wear prediction, knee simulator
machine, total knee replacement, biomechanics
ntroduction
Wear of ultrahigh molecular weight polyethylene remains a pri-
ary factor limiting the longevity of total knee replacements �1�.
onsequently, knee simulator machines are commonly used to
valuate wear performance of new knee implant designs and ma-
erials �2–6�. Wear testing on a simulator machine is time consum-
ng and expensive due to the large number of low-frequency
ycles that must be run. Moreover, for some machines, different
tations sometimes produce different wear results. Consequently,
t is impractical to use a knee simulator machine to test the sen-
itivity of a total knee replacement �TKR� design to the material
sed, implant geometry, implant alignment, and loading condi-
ions.

Because of these issues, researchers have sought alternative
ethods to speed up the implant design and evaluation process.
in-on-plate wear tests �7� using the same material pairs as in a
KR are faster and cheaper to perform than are tests on a knee
imulator machine. With a simplified motion path and well-
ontrolled sliding speeds, accurate wear factors can be obtained
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under test conditions similar to those of knee simulator machines.
However, pin-on-plate wear tests do not provide the joint-level
damage evaluation desired for design purposes since they do not
account for TKR surface geometry or the variety of kinematic
conditions occurring across the implant surfaces.

In contrast, computer simulation can be an efficient and repro-
ducible method for predicting TKR wear performance, with simu-
lator machines providing a well-controlled test bed for evaluation.
Motion and load inputs are well defined, the number of loading
cycles is known precisely, and wear volume can be measured
gravimetrically at known intervals for comparison. Though com-
putational damage predictions of TKRs have been developed for
the AMTI �8� and Stanmore �9,10� simulator machines, these pre-
dictions possess several important limitations. Wear factors were
taken from the literature or fine-tuned to match experimental wear
volume measurements. Predicted damage depths and areas were
not assessed quantitatively. Different types of material models
were used in different studies. Finally, apart from Ref. �9�, results
from a single simulation were extrapolated out to the full number
of loading cycles, not accounting for the gradual evolution of the
worn surface geometry that occurs in real life. It remains un-
known whether a constant wear factor from pin-on-plate tests per-
formed on the same material pair as the implant can be used in a
computational damage simulation to predict accurate joint-level

damage �depth, area, and volume�. Furthermore, how features of
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he damage model �linear wear plus nonlinear creep� interact with
ype of surface evolution method �fixed time intervals as in Ref.
9� or variable time intervals� and material model �linear or non-
inear� to affect the damage predictions is also an open issue.

The objectives of this paper were first, to evaluate whether a
ear factor from pin-on-plate tests can be used in a computational
odel to predict accurate joint-level damage in a TKR �Fig. 1�,

nd second, to evaluate how surface evolution method and mate-
ial model affect the predictions. Two methods for periodically
volving the worn surface geometry are investigated—evolution
ased on fixed time intervals �i.e., fixed step� and evolution based
n a fixed amount of surface change �i.e., variable step�. The
omputational framework is validated analytically using a
ylinder-on-plate wear problem with known analytical solution
nd evaluated experimentally by performing a TKR damage pre-
iction for a commercial knee implant tested in an AMTI simula-
or machine. The wear factor for the TKR damage prediction is
etermined experimentally from pin-on-plate tests performed on
he same material pair as the implant. Predicted damage depths,
amage areas, and wear volumes after 5 million cycles of simu-
ated gait are compared to measurements obtained from the physi-

ig. 1 Overview of the process used to evaluate computa-
ional damage predictions for a total knee replacement. „a… A
onstant wear factor is obtained from pin-on-plate experiments
sing the same material pair as in the implant. „b… This wear

actor is used in a computational damage prediction that com-
ines a dynamic contact model of the implant in an AMTI simu-

ator machine with a surface evolution model. „c… The compu-
ational damage predictions are compared to experimental
amage measurements made on the same implant during test-

ng in a physical AMTI simulator machine.
al simulator machine.

11004-2 / Vol. 130, FEBRUARY 2008
Methods

Computational Framework for Damage Prediction. A com-
putational methodology was developed to simulate progressive
surface damage �=wear+creep� over multiple loading cycles. The
methodology combines a multibody dynamic contact model with
a surface evolution model, where the two models iterate to predict
progressive surface damage �Fig. 1�b��. The dynamic model was
constructed within the PRO/MECHANICA MOTION simulation envi-
ronment �PTC, Waltham, MA� and incorporated a custom elastic
foundation contact model developed specifically for multibody
simulations �11�. The dynamic contact model was encapsulated as
a dynamic link library using the equations of motion functionality
within PRO/MECHANICA MOTION, allowing the model to be incor-
porated into user-written C�� code. A computational damage
model written in C�� was then used to combine the dynamic
contact model with a custom surface evolution model, where
analyses performed with both models were iterated automatically.

A five-step process was followed to perform computational
damage predictions with surface evolution �Fig. 2�. The first step
was a static analysis to find the initial pose of the contacting
bodies prior to performing a forward dynamic simulation. The
second step was a forward dynamic simulation �i.e., forward
analysis� of the entire system over 1 cycle to predict the relative
motion of the contacting bodies at each time instant. The third
step was an inverse dynamic analysis to predict contact pressures
and sliding conditions on the articulating surfaces at desired time
points given the relative motion of the contacting bodies. The
fourth step was a damage analysis to calculate the change in dam-
age depth �damage at each point across the contact surfaces for the
specified number of cycles. If the final number of cycles had not

Fig. 2 Flowchart of the iterative series of analyses performed
to develop computational damage predictions with surface
evolution
been reached, the next step was an evolution analysis to modify
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he surface geometry to reflect the total damage depth sustained at
ach point thus far. Finally, the entire process was iterated, starting
ith the static analysis, until the specified number of motion

ycles had been simulated.
Surface evolution was modeled by using a modified version of

n elastic foundation contact model. The traditional elastic foun-
ation model scatters a “bed of springs” over the three-
imensional surfaces to push them apart. The springs represent an
lastic layer of known thickness covering one or both bodies,
here each spring is independent from its neighbors. For a rigid
ody contacting a deformable body of finite thickness, a uniform
rid of spring “elements” is placed on the deformable body con-
act surfaces �11�, and the contact pressure p for each spring is
alculated from �12–14�

p =
�1 − ��E�p�

�1 + ���1 − 2��
d

h
�1�

here E�p� is Young’s modulus of the elastic layer �a constant for
linear material model and a function of pressure p for a nonlin-

ar material model �15��, � is Poisson’s ratio of the layer, h is the
ayer thickness at the spring location, and d is the spring deflec-
ion, defined as the interpenetration of the undeformed �and un-
orn� surfaces in the direction of the local surface normal. Both h

nd d are calculated on an element-by-element basis across the
ontact surfaces of the deformable body.

The modification to this traditional formulation was to offset
he interpenetration d and thickness h of each element by the
mount of surface damage �damage sustained by the element up to
he current number of cycles simulated thus far. The modified
lastic foundation formula is

p =
�1 − ��E�p�

�1 + ���1 − 2��
�d − �damage�
�h − �damage�

�2�

t the end of each damage analysis, �damage was calculated on an
lement-by-element basis and written to a file. At the start of the
ext iteration, the evolution analysis read in and stored the value
f �damage for each element so that it could be used in the subse-
uent element pressure calculations. Thus, the interpenetration d
etween the undeformed contact surfaces continued to be calcu-
ated as if no surface damage had occurred.

The calculation of �damage in the damage analysis accounts for
he combined effects of material lost due to mild wear �wear and
urface deformation due to compressive creep �creep:

�damage = �wear + �creep �3�

here �wear and �creep were calculated separately, allowing wear
olume to be calculated separately from total damage volume
iven knowledge of the area of each element. The total depth of
aterial removed from an element �wear was predicted using an

terative version of Archard’s classic law for mild wear �16�:

�wear = �
j=1

m

Nj�k�
i=1

n

pi�vi��ti�
j

�4�

here i represents time frames within a 1 cycle inverse analysis, n
s the total number of time frames in the analysis, j represents an
ndividual inverse anlaysis, m is the total number of inverse analy-
es performed thus far, and k is a constant wear factor. At any time
rame i within a 1 cycle inverse analysis j, pi is the element con-
act pressure, �vi� the magnitude of the element’s relative sliding
elocity, and �ti the time increment used in the analysis, so that
vi��ti represents the sliding distance experienced by the element.
or any inverse analysis j, �k�i=1

n pi�vi��ti� j is the 1 cycle mild
ear depth from Archard’s wear law, and Nj is the incremental
umber of cycles for which the 1 cycle wear depth is to be ex-

rapolated. In practice, only the incremental increase in wear

ournal of Biomechanical Engineering
depth ��wear was calculated for the current iteration, and this
value was added to the current value of �damage during the damage
analysis.

The total depth of surface deformation on each element due to
the compressive creep �creep was calculated based on curve-fitted
UHMWPE creep data reported by Lee and Pienkowski �17–19�:

�creep =	C1 + C2
log��
i=1

n

�ti · �
j=1

m

Nj� − 4��
�

� j=1
m Nj��i=1

n pi � n� j

� j=1
m Nj

h �5�

where C1=3.491�10−3 and C1=7.966�10−4 are constants and
all other quantities are as defined in Eq. �4�. The unit for pressure
is MPa, the unit for time minutes, and the unit for thickness mm.
The quantity ��i=1

n pi /n� j is the average pressure on the element
over the course of dynamic simulation j, while the quantity
� j=1

m Nj��i=1
n pi /n� j /� j=1

m Nj is the average pressure over all cycles N
simulated thus far. Unlike the creep model reported in Ref. �20�,
creep recovery is built into this model since the within-cycle av-
erage pressure uses both loaded and unloaded time frames and the
between-cycle average pressure accounts for all cycles simulated
thus far. Unlike for wear, the incremental change �increase or
decrease� ��creep in creep could not be calculated directly. Instead,
the total amount of creep deformation was calculated from Eq. �5�
and the incremental change determined by subtracting the previ-
ous value stored in memory. This incremental change was also
added to �damage during the damage analysis.

The calculation of �creep was complicated by the fact that it
relies on past history. To address this issue, we stored the most
recent values of � j=1

m Nj��i=1
n pi /n� j and � j=1

m Nj in memory for use
during the subsequent damage analysis. Combining these quanti-
ties with their incremental changes from the current iteration pro-
vided all of the information needed to solve Eq. �5�.

The incremental number of cycles Nm at which the contact sur-
face geometry was evolved could be either fixed or variable.
Fixed step evolution required a user-defined update interval so
that Nm was known in advance. Variable step evolution altered the
surface geometry when the calculated surface change �=��wear
+��creep� of any element exceeded a specified threshold value. In
this study, we defined this threshold as a specified percentage of
the current element thickness h−�damage. With this method, the
value of Nm required to trigger surface evolution was not known
in advance and was found iteratively by solving a nonlinear root-
finding problem.

Analytical Validation of Computational Framework. The
computational framework was validated by predicting progressive
wear in a simple cylinder-on-plate system for which an analytical
wear solution was derived. In this system, a rigid cylinder of
radius Rc is pressed onto a fixed plate of thickness h and width w
by a constant vertical load Fn. The cylinder was considered to be
rigid and the plate linearly elastic with Young’s modulus E and
Poison’s ratio v. The cylinder rotated about its long axis at a
constant angular speed S /Rc �i.e., a constant sliding speed of S at
each point on the plate surface�. Mild wear between the cylinder
and plate was described by Archard’s wear law using a constant
wear factor k. Contact between the cylinder and plate was de-
scribed by an elastic foundation model. The change in plate thick-
ness due to wear was assumed to be negligible, and the shape of
the worn plate surface was assumed to be cylindrical. With these
assumptions, we derived analytical solutions �see Appendix for
details� for wear volume Vwear, maximum wear depth �wear, and

wear area Awear for any number of cycles N:

FEBRUARY 2008, Vol. 130 / 011004-3
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Vwear = kNSFn

�wear = Rw�1 − cos ��� �6�

Awear = 2Rcw sin �

n these equations, Rw is the radius of the worn surface and � and
� are the angles between Rc and Rw, respectively, and a vertical
xis �see Fig. 3�. The unknowns on the right hand side of Eq. �6�
re Rw, �, and ��. The derivation produces three coupled nonlinear
quations in these three unknowns, which are solved using non-
inear rootfinding methods. Creep is not included in the analytical

odel since no closed-form solution can be derived in this case.
A computational damage model of the cylinder-plate system

as constructed to ensure that the entire framework was working
roperly as well as to develop empirical rules for fixed and vari-
ble step surface evolution. The model was constructed such that
he dimensions and material properties of the cylinder and plate
ere similar to those of a TKR. The cylinder radius was 40 mm

nd the plate dimensions were 40 mm long by 20 mm wide by
0 mm thick. The cylinder length was 30 mm and the cylinder
ompletely covered the width of the plate. The plate was assumed
o be linear elastic with Young’s modulus of 463 MPa �21� and
oisson’s ratio of 0.46 �22� to emulate polyethylene. The normal
orce was 1000 N to approximate the maximum load experienced
n one condyle during gait. The angular speed of the cylinder was
constant 2� rad /s �60 rpm� corresponding to a 1 Hz frequency.
ear results were generated over 5 million cycles using a constant
ear factor of 1�10−7 mm3 /N m. The contact element grid den-

ity on the plate surface was set to 400�1 where each element
ad a length of 0.1 mm to span the width of the plate.

The cylinder-on-plate computational model generated wear pre-
ictions using fixed and variable step surface evolution with dif-
erent evolution criteria. The fixed step predictions used criteria of
, 2.5, 1, 0.5, 0.25, and 0.1 million cycles �mc�, while the variable
tep predictions used criteria of 5%, 2.5%, 1%, 0.5%, 0.25%, and
.1% of the plate thickness. For both methods, the criterion that
roduced wear depth, area, and volume errors on the order of 5%
t the final time point was selected as the value for use in the
ubsequent TKR damage predictions.

Experimental Evaluation of Computational Framework.
he ultimate goal of the computational framework is to predict
urface damage in commercial TKR designs. Thus, to evaluate the
ramework, we compared computational damage predictions with
xperimental damage measurements for this situation. Wear test-
ng on an AMTI knee simulator machine was performed on three
mplants of the same design �Hi-tech Knee II cruciate retaining,

ig. 3 Schematic of the cylinder-on-plate system used for ana-
ytical validation of the computational damage prediction
ramework
akashima Medical Division, Nakashima Propeller Co., Ltd., Ja-

11004-4 / Vol. 130, FEBRUARY 2008
pan; Fig. 1�c��. The machine performed 5 million cycles of simu-
lated gait at a frequency of 1.0 Hz. The lubricant used in the tests
was bovine calf serum diluted to 25% with 0.3% sodium azide.
The temperature was maintained at 37.0	0.0°C. The tibial in-
serts were made from GUR 1050 powder by direct compression
molding. Before testing, the contact surfaces of one unworn femo-
ral component and tibial insert were digitized using a coordinate
measuring machine �CMM� with an accuracy of 0.01 mm. Wear
volumes of the three tibial inserts were measured gravimetrically
every 1 million cycles, while damage depths and areas for one
insert were measured at 5 million cycles using the CMM.

The wear factor for the computational model was obtained by
pin-on-plate tests performed with the same material pair used in
the implant �Fig. 1�a��. In this way, the wear factor used in the
computational damage predictions was consistent with the wear
tests performed in the simulator machine. The polyethylene pin
followed a rectangular wear path of 25 mm by 10 mm. The slid-
ing velocity was 35 mm /s and the total sliding distance was
28 km. The lubricant used in the test was the same as that used in
the AMTI machine, and the temperature was maintained at
36.5	1.0°C. The wear factor was calculated based on gravi-
metrically measured volume loss using a polyethylene density of
0.943 gm /cm3. The resulting wear factor from three pin-on-plate
tests was 2.59	0.63�10−7 mm3 /N m, with the mean value be-
ing used in the TKR computational damage prediction.

A multibody dynamic contact model of one station of an AMTI
knee simulator machine was constructed within PRO/MECHANICA

MOTION to predict surface damage in the same TKR design �Fig.
1�b��. The degrees of freedom in the dynamic model were con-
structed to match those of the simulator machine, and the implant
components were positioned in the model to match their position-
ing in the physical machine. An additional six degree-of-freedom
�DOF� joint between the femoral component and tibial insert was
used to measure relative �i.e., joint� kinematics for contact calcu-
lations. Each DOF in the model was either motion or load con-
trolled to mimic the function of the AMTI machine. Motion and
load inputs to the model were taken as the feedback �i.e.,
achieved� waveforms measured by the machine during the actual
wear tests. Contact surfaces for the femoral component and tibial
insert were reverse engineered from the pretest CMM data using
Geomagic Studio �Raindrop Geomagic, Research Triangle Park,
NC�.

Linear and nonlinear material models with Poisson’s ratio of
0.46 were used for all damage predictions. The linear model used
Young’s modulus of 463 MPa. The nonlinear model used a pub-
lished relationship for the tangent modulus E as a function of
contact pressure p �11�:

E = 1
	1

2


o

po

1 + n� p

po
�n−1�� �7�

where 
o=0.0257, po=15.9, and n=3 are material parameters
�23�. Based on computational results for the cylinder-on-plate sys-
tem, damage predictions with both material models were per-
formed over 5 million cycles of simulated gait using fixed step
evolution with an interval of 0.25 million cycles and variable step
evolution with a threshold of 0.05%, as well as with no surface
evolution.

Results
The wear predictions for the cylinder-on-plate system repro-

duced the analytical wear results as long as an appropriate surface
evolution criterion was used. Wear volume predictions were in-
sensitive to the exclusion or inclusion of surface evolution or to
the choice of evolution method, in all cases matching the analyti-
cal result to within 0.001% root-mean-square �rms� error after 5
million cycles. In contrast, wear depth and area predictions were
highly sensitive to evolution criteria but less sensitive to evolution

method �Fig. 4�. As the evolution criterion was reduced from 5

Transactions of the ASME
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illion cycles or 5%, wear depth and area predictions converged
o the analytical solution. When the evolution criterion was too
oose, wear depth predictions were too high and wear area predic-
ions were too low with the corresponding wear contours exhibit-
ng unrealistic sharp edges �Fig. 5�. Evolution criteria of approxi-

ately 0.25 million cycles �fixed step� and 0.05% �variable step�
ere required to match the analytical damage depth and area to
ithin about 5% rms error �Table 1�.
For the TKR system, the computational damage predictions

losely matched the experimental damage measurements. Regard-
ess of surface evolution method �none, fixed, or variable� or
hoice of material model �linear or nonlinear�, the predicted wear
olume at 5 million cycles was 40.5 mm3, an error of only 1.5%
ompared to 39.9	3.4 mm3 from the three gravimetric wear
easurements performed at the end point of each AMTI test �Fig.

�. In contrast, the predicted damage depths and areas were less
ccurate, with medial-lateral errors of 16% and 18% in damage
epth and 10% and less than 1% in damage area �Table 2, non-
inear material model with variable step evolution�. Depth and
rea predictions were insensitive to choice of material model but
ensitive to selected evolution method �Fig. 7�. No surface evolu-
ion resulted in overprediction of damage depth and underpredic-
ion of damage area. Only variable step evolution captured a rapid
hange in surface geometry during the first half-million cycles,
ith depth predictions for fixed step evolution overshooting the
ariable step results. Nonetheless, after only 1 million cycles,
epth and area predictions from both evolution methods con-
erged to approximately the same trajectory for the remaining 4
illion cycles. Fixed step predictions with an evolution criterion

f 0.25 million cycles required 20 simulations, while variable step
redictions with a threshold of 0.5% required 13 simulations for
he linear material model and 11 for the nonlinear model.

The predicted damage regions for the TKR system were in
ood qualitative agreement with the worn tibial insert obtained
rom the AMTI machine �Fig. 8�. The predicted and measured

Fig. 4 Comparison of analytical and compu
cylinder-on-plate system. Left column: compu
lution. Right column: computational predictio
amage scars were similar in shape and location on the insert,

ournal of Biomechanical Engineering
with the predicted locations of maximum damage on the medial
and lateral sides being similar to those on the worn insert �x’s in
Fig. 8�. At the anterior-lateral corner of the medial damage scar, a
small outcropping region observed experimentally was repro-
duced by the computational model. Similarly, at the anterior-
medial corner of the lateral damage scar, a small incropping re-
gion observed experimentally was also reproduced by the model.
Switching from the linear to the nonlinear material model or from
fixed to variable step evolution had little influence on the pre-
dicted damage scars, while switching from no evolution to either
evolution method resulted in a noticeable increase in the size of
the damage scars �Fig. 9�.

Discussion
This study used a computational model to predict damage in a

commercial knee implant design after 5 million cycles of simu-
lated gait on an AMTI knee simulator machine. A constant wear
factor from pin-on-plate tests performed using the same material
pair as in the implant was used to generate the computational
predictions. Compared to damage measurements made on the
same implant following physical testing on an AMTI machine,
wear volumes were predicted to within 2% error, damage depths
to within 18% error, and damage areas to within 10% error.
Choice of material model �linear versus nonlinear� had little effect
on the predictions, while choice of surface evolution method
�fixed versus variable� only had an influence during the early
cycles �Figs. 7 and 9�. In addition to this experimental evaluation,
the computational framework was validated using an analytical
wear solution derived for a cylinder-on-plate system. Computa-
tional damage models may prove valuable in the future for screen-
ing new knee implant designs rapidly or performing sensitivity
and optimization studies that would be too time consuming or
costly to complete with physical simulator machines.

The analytical wear solution for the cylinder-on-plate system

onal results for wear depth and area for the
onal predictions using fixed step surface evo-
using variable step surface evolution.
tati
tati
ns
permitted an objective evaluation of the proposed computational

FEBRUARY 2008, Vol. 130 / 011004-5
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ramework with surface evolution. The virtually identical wear
olume results for the analytical and numerical models indicated
hat the numerical computations were being performed correctly.
he small error between analytical and numerical wear depth for

ight evolution criteria is expected since the worn surface is not a
erfect cylinder as assumed in the analytical derivation. The
agged worn surfaces predicted by loose evolution criteria are
aused by high contact pressures on the edges of the worn surface
rom the previous iteration �Figs. 5�b� and 5�d��. This analytical
olution may prove useful as a benchmark test case for other
tudies performing computational wear prediction.

Identical wear volume predictions with and without surface
volution may have been a consequence of the type of simulator
achine and implant geometry used in our study. For the AMTI

imulator machine, the anterior-posterior translation and internal-
xternal rotation are motion rather than load controlled. Conse-
uently, for relatively flat tibial insert geometry, as in the current
esign, the sliding distance on each side was essentially imposed.

ig. 5 Cross sectional view of worn plate surface after 5 mil-
ion cycles „mc… as predicted by the computational damage

odel using different surface evolution methods and update
riteria. „a… No evolution „5 mc, 1 simulation…, „b… fixed step
volution „2.5 mc, 2 simulations…, „c… fixed step evolution „

.25 mc, 20 simulations…, „d… variable step evolution „5%, 7
imulations…, and „e… variable step evolution „0.5%, 19
imulations….
ven after surface evolution, the tibial surface geometry remained

11004-6 / Vol. 130, FEBRUARY 2008
relatively flat. Had the tibial insert geometry been more confor-
mal, wear volume predictions with and without surface updating
would likely have been different.

While choice of material model did not have a significant effect
on our results, the nonlinear material model was still preferable. It
exhibited slightly faster convergence characteristics �i.e., smaller
oscillations of damage depth, less underestimation of damage
area� compared to the linear material model for a given evolution
method and criterion. For example, when we performed additional
damage predictions with fixed step evolution using an interval of
1 million cycles, damage depth for the nonlinear material model
stopped oscillating by 2 million cycles, while for the linear mate-
rial it still exhibited small oscillations up to 4 million cycles.
These findings are consistent with a previous study that found a
0.5 million cycles fixed step update interval worked well with a
nonlinear material model, though no creep model was included
�9�. Furthermore, for a given variable step evolution criterion, the
nonlinear model required fewer simulations than did the linear
material model. Thus, given a choice between the two material
models, the nonlinear model appears to be preferable from a com-
putational speed and stability perspective.

Though both fixed step and variable step surface evolution
matched the experimental damage results well, variable step evo-
lution is advantageous for two reasons. First, it gives a smoother

Table 1 Percent rms errors in predicted wear depth, area, and
volume after 5 million cycles for the cylinder-on-plate system
using fixed and variable step surface evolution with different
update criteria. For evolution criterion, mc means millions of
cycles and % refers to percent of plate thickness.

Updating
method

Evolution
criterion

Number of
simulations

Wear
depth �%�

Wear
area �%�

Wear
volume �%�

Fixed 5 mc 1 202.2 67.1 0.0
2.5 mc 2 152.9 51.0 0.0
1 mc 5 45.9 24.0 0.0

0.5 mc 10 8.9 10.3 0.0
0.25 mc 20 2.7 4.9 0.0
0.1 mc 50 2.4 2.1 0.0

Variable 5% 6 42.6 22.1 0.0
2.5% 8 19.5 13.5 0.0
1% 13 3.5 7.4 0.0

0.5% 18 2.6 5.1 0.0
0.25% 28 2.6 3.1 0.0
0.1% 66 2.6 1.5 0.0

Fig. 6 Comparison of experimentally measured and computa-
tionally predicted wear volumes for the knee replacement sys-
tem over 5 million cycles of simulated gait. Simulation error
bars indicate change in predictions due to ±1 standard devia-

tion in wear factor measurement.
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orn surface than does fixed step evolution for the same number
f simulations. Second, it can capture rapid changes in surface
eometry that cannot be captured by fixed step evolution. In our
amage predictions, such rapid changes were caused by our creep
odel and likely reflect the in vivo situation.
Four modeling assumptions were involved in our TKR damage

rediction process. The first was that the elastic foundation con-
act model is a reasonable approximation of the full three-
imensional elasticity problem. Though this model tends to over-
stimate contact area and underestimate contact depth, these
naccuracies become even smaller as the worn surface geometry
ecomes more conformal. As suggested by the quality of our pre-
ictions, the elastic foundation model appears to be adequate for
redicting knee replacement contact mechanics as long as subsur-
ace stress information is not required. The second assumption
as that the surface evolution method only modifies the surfaces

n the direction of their original unworn surface normals. As the
amage process progresses, the normal direction of each contact
lement is not adjusted. However, since the damage depths re-
ained “small” after 5 million cycles, and since the damage pre-

ictions were in good agreement with experimental observations,
he influence of this assumption was likely negligible. The third
ssumption was that the wear factor used in Archard’s wear law
as a constant. The literature reports that wear factor measure-
ents can be affected by a number of conditions, such as surface

Table 2 Quantitative comparison of measured
knee replacement system after 5 million cycle
were made using a CMM. Computational pred
face evolution „0.5% threshold… and the nonl
evolution and material model combinations w

Damage

Experiment

Medial Lateral

Depth �mm� 0.44 0.43
Area �mm2� 229 212

Fig. 7 Damage depth and area predictions fo

fixed and variable step surface evolution. Left co

ournal of Biomechanical Engineering
roughness �24�, contact pressure �25�, lubricant �26�, wear path
�27�, and time-varying loading �25�. Despite these observations,
the constant wear factor used in our study, which was not fine-
tuned to match the AMTI damage measurements, worked excep-
tionally well for predicting joint-level wear volume with the com-
putational model. The fourth assumption was that creep
deformation after 5 million cycles was not recoverable. By ac-
counting for the time history of loading and unloading, our creep
model can reproduce loading and unloading curves reported in the
literature �12–14�. If we allowed our creep model to relax for a
long enough time, all of the creep deformation would be recov-
ered, since our model calculates creep based on the average pres-
sure over all cycles. Thus, the creep predicted by our model may
represent a combination of viscoelastic and plastic effects. If we
leave out our creep model, wear volume and damage area are still
predicted accurately as long as surface evolution is used, while
damage depth is underestimated by approximately 50%. Addi-
tional experimental creep data would be needed to refine the cur-
rent creep model further.

It is not immediately clear why the wear factor measured using
the selected rectangular path resulted in accurate wear volume
predictions when used in the computational simulations. If we had
used a different wear path �e.g., simple linear motion or different
rectangular motion�, we would have measured a different pin-on-
plate wear factor due to a different amount of cross shear �28�.

d predicted damage depths and areas for the
f simulated gait. Experimental measurements
ions were generated using variable step sur-
ar material model. Results for other surface
similar „see Figs. 7 and 9….

Simulation

otal Medial Lateral Total

— 0.37 0.35 —
41 228 233 461

e knee replacement system generated using
an
s o
ict
ine
ere

T

4

r th

lumn: medial side. Right column: lateral side.
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ne possible explanation is that the constant wear factor mea-
ured by our pin-on-plate tests was consistent with the average
ross shear experienced over the tibial insert surfaces. Though
ifferent locations on the insert experience different amounts of
ross shear �29�, a wear factor consistent with the average value
ay produce joint-level wear volume predictions consistent with

he simulator machine results. Another possible explanation is that
he experimentally measured wear factor was consistent with the
egions on the insert surfaces that experienced the worst cross

ig. 8 Qualitative comparison of measured and predicted
amage scars after 5 million cycles of simulated gait. „a… Ex-
erimental damage scars measured by a CMM. „b… Computa-

ional damage scars predicted using variable step evolution
ith a threshold of 0.5% and the nonlinear material model. x’s

ndicate locations of maximum damage.

Fig. 9 Qualitative comparison of predicted
surface evolution and material model after 5 m
lution with linear material model; „b… no evolut
evolution with linear material model „0.25 mc
nonlinear material model „0.25 mc, 20 simulat
terial model „0.5%, 13 simulations…; and „f…

model „0.5%, 11 simulations….

11004-8 / Vol. 130, FEBRUARY 2008
shear and that these regions dominated the wear volume predic-
tions. A third possible explanation is that the wear factor increases
rapidly between a linear motion and one with a small amount of
cross shear, changing in a much more gradual fashion with further
increases in cross shear. If true, the wear factor may have re-
mained relatively constant for the range of cross shear motions
experienced by the insert surfaces.

To investigate how a different wear factor would have changed
our computational damage predictions, we repeated our variable
step surface evolution simulation with the nonlinear material
model using a wear factor that was half the original one. As ex-
pected, the predicted wear volume was cut in half. However, the
damage areas were reduced by only 6–8% and the damage depths
by 17–19%. Thus, the predicted damage areas and depths were
much less sensitive to the value of the wear factor than was the
predicted wear volume.

The most significant limitation of our study was that only a
single implant design and simulator machine were available for
analysis. It is difficult to find pin-on-plate wear factor data for the
same material pair used in an implant tested on a simulator ma-
chine. Furthermore, it is difficult to find experimental data for
pin-on-plate and corresponding simulator tests that are performed
well. Whether or not the accuracy of our predictions is generaliz-
able to other implant designs and types of simulator machines will
require further investigation.

age contours for different combinations of
ion cycles „mc… of simulated gait. „a… no evo-
with nonlinear material model; „c… Fixed step

0 simulations…; „d… fixed step evolution with
s…; „e… variable step evolution with linear ma-
iable step evolution with nonlinear material
dam
ill

ion
, 2
ion
var
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ppendix
An analytical solution for the wear depth �wear, wear area Awear,

nd wear volume Vwear of a cylinder-on-plate system for any num-
er of cycles N can be derived from geometric relationships along
ith Archard’s wear law and the elastic foundation contact model.
he cylinder is treated as rigid with radius Rc and the plate as

inearly elastic with constant thickness h and width w. The cylin-
er rotates about its long axis at a constant angular speed S /Rc so
hat each location on the plate surface within the contact zone
xperiences a constant sliding speed S.

An analytical expression for Vwear is the easiest equation to
erive. If �l is the accumulated wear depth at any location l on the
late surface, then wear volume can be found by integrating wear
epth across the contact zone:

Vwear =� �ldA �A1�

here dA is a differential area. In this equation, �l is found from
rchard’s wear law,

�l = kplNS �A2�

here k is a constant wear factor, pl is contact pressure, and NS is
he total sliding distance over N cycles. Substituting Eq. �A2� into
q. �A1� produces

Vwear = kNS� pldA �A3�

ince �pldA is just the normal contact force Fn applied to the
ylinder, the wear volume can be expressed concisely as

Vwear = kNSFn �A4�

Expressions for �wear and Awear are more difficult to derive. To
erform the derivation, we require two assumptions. First, the
hange in plate thickness is negligible, and second, the shape of
he worn plate surface is cylindrical. Starting from the center of
he worn cylindrical surface of unknown radius Rw, �wear can be
xpressed as the difference between the distance to the bottom of
he worn surface and the distance to the plane:

�wear = Rw�1 − cos ��� �A5�

here � and �� are as defined in Fig. 3. In this equation, Rw, �,
nd �� are unknown. Similarly, since contact area for an elastic
oundation model is defined using the interpenetration of the un-
eformed surfaces, Awear can be expressed as

Awear = 2aw = 2Rc sin �w �A6�

here � is again unknown. Thus, a solution for Rw, �, and �� is
equired to solve for �wear and Awear.

To obtain three equations in the three unknowns Rw, �, and ��,
e use three different geometric relationships. First, we use the

act that the half-width a of the wear zone equals the half-width of
he contact zone:

a = Rc sin � = Rw sin �� 0 � a � Rc �A7�

econd, we describe the cylindrical wear volume using a geomet-
ic relationship for the intersection area between a circle and line.
his area is found by subtracting an isosceles triangle area from a
ircular sector area �Fig. 3�. Multiplying the result by the plate

idth w produces

ournal of Biomechanical Engineering
Vwear = Rw
2 ��� − sin ��cos ���w �A8�

where Vwear is known from Eq. �A4�. Third, we use the same
geometry relationship in conjunction with the elastic foundation
model to generate a new expression for Fn. As indicated above,
Fn=�pldA, where pl is defined by

pl =
�1 − ��E

�1 + ���1 − 2��
�dl − �l�
�h − �l�

� C�dl − �l� �A9�

assuming h��l. In this equation, dl is the interpenetration be-
tween the unworn surfaces at location l, and C is a constant that
accounts for the material properties and thickness of the plate.
With this expresson for pl, the normal force can be written as

Fn = C� �dl − �l�dA = C�Vgeometry − Vwear� �A10�

where Vwear is known from Eq. �A4� and Vgeometry is given by an
equation similar to Eq. �A8� for the intersection between the cyl-
inder and unworn plane:

Vgeometry = Rc
2�� − sin � cos ��w �A11�

Substituting Eqs. �A4� and �A11� into Eq. �A10� yields

Fn = C�Rc
2�� − sin � cos ��w − kNSFn� �A12�

Thus, Eqs. �A7�, �A8�, and �A12� provide three nonlinear equa-
tions in the three unknowns Rw, �, and ��, which can be solved
for any given number of cycles N using standard nonlinear root-
finding methods.
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